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Overview 

This paper documents the process and results for using the collaborative filtering method 
to provide movie recommendations to users.  We will analyze and compare the quality of 
the final movie recommendations for a user with a dataset that has 25% missing data, and 
another sparser data set with 75% missing data. 

What is collaborative filtering? 

Collaborative filtering is a machine learning based system that recommends content to 
users, based on how similar in taste the users have with each other. For example, if 2 
people rate things similarly, then the logic is that if person 1 likes something, then it is likely 
that person 2 will like it too. In contrast to content-based filtering, it is possible to provide 
recommendations using collaborative filtering without needing to understand the features 
of the items. 

Dataset overview 

We pulled a set of real movie ratings from real users from MovieLens.org 
(https://grouplens.org/datasets/movielens/latest/), a non-commercial organization that 
provides movie recommendations. From a set of 9,000 movies by 600 users, we cut it to a 
dataset that includes ratings for 20 movies by 50 users. We manually selected users based 
on who rated as many of the same movies as possible. Finally, we randomly deleted 25% of 
ratings data to create set 1, and randomly deleted 75% of ratings data to create set 2. 

Set 1 (25% missing data) 

 

View sheet Ratings (25%) for expanded view 
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Set 2 - Sparse (75% missing data) 

 

 View sheet Sparsity Rating (75%) for expanded view 

Calculating closest neighbors based on Set 1 and Set 2 using Pearson 

Correlation 

To determine closest neighbors based on data from both Set 1 and 2, we first used the 
Pearson correlation equation to calculate the user similarity between all the users based 
on their ratings.  

 

 

We used the below Python code to perform the above equation and determine the 
correlation between the ratings of 2 users. We repeated this for all the permutations of 2 
different users.  
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The results for both 2 sets of data are below: 

Correlation of Users from Set 1 (25% missing data) 
 

 

View sheet Pearson Correlation (25%) for expanded view 

Correlation of Users from Set 2 (75% missing data) 

 

View sheet Pearson Correlation (75%) for expanded view 

Conclusions of Pearson correlation 
 

We filtered the excel spreadsheet to show any pearson correlation equal to or above 0.6 to 
be green to indicate that it is strong. Anything below 0.6 was colored as red to indicate 
weak.  

From the 25% missing data set, every user typically had 10 or less users with strong 
similarity. There were almost no users with strong negative correlations.  

We also noticed that many correlations could not be determined and are therefore empty 
when using the Pearson correlation on the data set with 75% missing data. This is because 
there isn’t enough data to determine the correlation, thus it is 0 and correlation is not 
derived. The results were therefore more extreme. For every user, roughly more than half 
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of the 50 users did not have a determinable correlation. For the ones that did have a 
correlation, they tended to either be very strong (above 0.6) or very negative (below -0.6). 

Determining user based rating prediction using Set 1 and Set 2 

To give rating based predictions, we must first determine a user’s top 10 nearest neighbors. 
Because the 75% missing data set has far less correlations, we needed to use this set first 
to pick a user with enough correlations. If a user has enough correlations for this 75% 
missing data set, then they would also therefore surely have enough correlations in the 
25% missing set. We ultimately picked user Kierran Moore, because he had the highest 
number of positive correlations from the 75% missing data set, 14.  

 

Kierran Moore’s top 10 neighbors from both data sets and their respective correlations are 
below: 

 

Looking at this table, we can easily see the discrepancies when there are not enough 
correlations. The system tends to give extreme results when there is a lack of data, and in 
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our case, extreme positive correlation results. For example, Shaunie Hassan’s correlation 
with Kierran was very negligable at -0.04, but the system thought she was perfectly similar 
with Kierran at 1.0 when there was 75% missing data. 

Now that we know the top 10 nearest neighbors, their respective correlations, and their 
rating, we can predict Kierran’s movie ratings using the below formula: 

 

 

 

We chose to predict the rating for Kierran for 2 movies, Braveheart and Rob Roy because 
they are similar, historical war-action movies. See predicted ratings on the next page: 
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Prediction for Braveheart, 25% and 75% missing data 
Kierran actually already rated Braveheart with a rating of 4.5. Thus, predicting his rating for 
Braveheart would help us understand how accurate our collaborative filtering model is. We 
plugged in the data for the formula into excel below, based on the correlation of top 10 
nearest neighbors and their ratings for Braveheart: 

 

25% missing data 

 

75% missing data 

 

Note: the 4.83 in the denominator is the sum of the top 10 neighbor correlations from the 
25% missing data set (see Excel for calculation) 

 
Seeing the results, we see that using 25% missing data, our model predicts a reasonably 
close 3.64 rating when compared to Kierran’s real 4.5 rating for Braveheart. With 75% 
missing data however, our model is much less accurate and predicts a rating of only 1.92. 
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Prediction for Rob Roy, 25% and 75% missing data 
Similar to Braveheart, we predict the Kierran’s ratings for Rob Roy by plugging the 
correlations and ratings for Rob Roy for the top 10 neighbors into the formula in Excel. 

25% missing data 

 

75% missing data 

 

Note: The 9.71 in the denominator is the sum of the top 10 neighbor correlations from the 
75% missing data set (See excel for calculation). 

 

Here, we see that the results from the model are not very accurate. Kierran is predicted to 
have a rating of 1.63 with 25% missing data, although the 5 other ratings are 3 or above. 
Similarly, Kierran is predicted to have a rating of 0.41 with 75% missing data, when the only 
other rating provided is a 4. These discrepancies can be explained due to the general lack 
of ratings available for Rob Roy. This causes the numerator of the formula to grow smaller, 
dragging down the overall recommended rating score.  
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Conclusion 

I. More rating data means more accurate pearson correlations 
As seen from the results of the pearson correlation calculation using the 2 sets of 
data, using 25% missing data provides a more accurate and varied set of 
correlations. WIth 75% missing data however, the correlation overestimates the 
strength of the relationship between users. 

II. More rating data means more accurate rating suggestions 
When there is a lack of sufficient ratings, the collaborative filtering rating 
suggestions tends to be lower. This phenomena can be seen through the 
application of the ratings formula, as the numerator and overall rating will be lower 
and lower. 

III. Collaborative filtering still has its benefits 
Despite some of these issues with collaborative filtering, it still has value because it 
is able to provide ratings when there is no information available about the content 
itself. It can also provide novel recommendations that aren’t extremely similar 
content wise. 


